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Lag Model for Turbulent Boundary Layers
over Rough Bleed Surfaces

J. Lee,* M. L. Sloan,* and G. C. Payntert
Boeing Commercial Airplane Group, Seattle, Washington 98124

Boundary-layer mass removal (bleed) through spanwise bands of holes on a surface is used to prevent or
control separation and to stabilize the normal shock in supersonic inlets. The addition of a transport equation
lag relationship for eddy viscosity to the rough wall algebraic turbulence model of Cebeci and Chang was found
to improve agreement between predicted and measured mean velocity distributions downstream of a bleed band.
The model was demonstrated for a range of bleed configurations, bleed rates, and local freestream Mach
numbers. In addition, the model was applied to the boundary-layer development over acoustic lining materials
for the inlets and nozzles of commercial aircraft. The model was found to yield accurate results for integral
boundary-layer properties unless there was a strong adverse pressure gradient.

Nomenclature
A = constant (26.0) in van Driest's damping function,

Eq. (3)
ks = equivalent sand-grain roughness height
k+ = roughness Reynolds number, ksuT/v
k^ = constant (0.02) in outer layer eddy viscosity model,

Eq. (4)
k3 = constant (0.5) in the lag model, Eq. (7)
/ = length scale
rabl = bleed mass flow rate
p = static pressure
R = augmented mixing length due to surface roughness

effect
Re = Reynolds number
M, v = velocity components in the streamwise and the

normal to surface directions
UT = frictional velocity
*, y = coordinates in the streamwise and the normal to

boundary-layer surface directions
T = intermittency factor in Eq. (4), 0 < F < 1
8* = displacement thickness
6 = momentum thickness
K = von Karman constant, 0.40, Eq. (3)
fji — viscosity
p = density
v = kinematic viscosity of the fluid

Subscripts
e = outer region of boundary layer
eq = equilibrium turbulent flow
t = turbulent flow

Superscripts
' = fluctuating turbulent quantity
+ = quantity normalized by vluT

B
Introduction

OUND ARY-LAYER control is used to improve the per-
formance and stability of engine inlets for supersonic
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aircraft. High total-pressure recovery, low distortion, and nor-
mal-shock stability (in a mixed-compression inlet) are achieved
through the use of boundary-layer mass removal or bleed on
an inlet wall for boundary-layer control. A schematic of a
supersonic inlet with the locations of bleed bands is illustrated
in Fig. 1. Bleed is typically removed through the surface through
tightly spaced transverse bands of holes as shown in Fig. 2,
located ahead of regions of adverse pressure gradient such as
shock/boundary-layer interaction.

Bleed can, however, also increase the growth rate of the
boundary layer, reduce the near-wall streamwise velocity, and
increase the chance for a boundary-layer separation. This
negative effect of bleed on the growth of a boundary layer
has been termed the bleed roughness effect. Bleed roughness
is a function of the local freestream Mach number, the local
boundary-layer properties, the bleed configuration, and the
bleed rate. The inlet designer wishes to select a bleed con-
figuration for which the positive effect of mass removal is
obtained with minimum negative effect of bleed rough-
ness.

The rapid advances in the available computer memory and
speed have led to increased interest in the use of Navier-
Stokes (NS) analysis for inlet design support. Accurate sim-
ulation of an inlet flow requires accurate simulation of the
boundary-layer development, including the effects of bleed.

While NS analysis has been used to predict the flow through
individual bleed holes, this is impractical in the context of an
inlet design because of the size and complexity of the grid
that would be required. If NS analysis is to be used for inlet
design, a simulation of the effect of bleed on the boundary
layer is needed that does not require a local grid adequate to
resolve the flow through each bleed hole. As noted in Ref.
1, the bleed-simulation model should relate changes in the
boundary-layer velocity distribution across a bleed band to
the bleed hole configuration, bleed flow rate, and local free-
stream Mach number, without increasing the grid required to
resolve the boundary layer.

Oblique Shock

Fig. 1 Schematic diagram of a supersonic inlet and the locations of
boundary-layer bleed bands.
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Fig. 2 Typical bleed band configuration.

Paynter et al.1 applied the algebraic turbulence model of
Cebeci and Chang2 to the modeling of bleed roughness. This
model increases the turbulence length scale in the inner layer
of the boundary layer as a function of an equivalent sand-
grain roughness and local flow properties. For a given bleed
geometry and bleed rate, a roughness value was determined
from available experimental data by varying the roughness
specified for the surface over the bleed region until the com-
puted velocity profile immediately downstream of the bleed
band matched the experimental profile in the log law region.
The model was also applied to the prediction of boundary-
layer growth over acoustic linings used in the inlets and noz-
zles of commercial aircraft for noise suppression.

The Cebeci-Chang roughness model was found to be ac-
curate for the near-wall reduction in streamwise velocity that
was observed downstream of a bleed band, but the overall
shape of the predicted mean velocity profile was not in good
agreement with the measured profile for cases with high bleed.
One possible explanation for this was that a history effect is
important and that the Cebeci-Chang algebraic turbulence
model neglects this effect. In an attempt to include this effect,
a transport equation lag relationship for eddy viscosity de-
veloped for impermeable walls was tried. While the shape of
the predicted mean velocity distributions downstream of a
bleed band was different with the impermeable wall lag model,
agreement with the experimental data was generally no better
than with the algebraic model.

With bleed, streamlines near the wall within the boundary
layer over a bleed band are at a significant angle to the wall.
Eventually, it was realized that the lag model developed for
impermeable walls would convect the eddy viscosity parallel
to the wall and that this was incorrect for cases with bleed.
The lag model was reformulated to correct this deficiency.
This article proposes a transport equation model extension
for the eddy viscosity for predicting the boundary-layer de-
velopment over surfaces with boundary-layer bleed. Results
achieved with the reformulated lag model are reported through
comparisons with experimental data at Mach 1.6 for bleed
configurations with 20- and 90-deg holes, and for bleed rates
between 0-12% of the boundary-layer mass flux. Results are
also reported for the boundary-layer growth over acoustic
paneling through comparisons of predicted and measured in-
tegral properties along the paneling.

Approach
Starting with the algebraic turbulence model of Cebeci and

Chang, a simple transport equation model for eddy viscosity
was formulated to include the effects of bleed on the con-
vection of eddy viscosity. The model was implemented in the
boundary-layer method of Reyhner.3 Assuming that the bleed
rate and the roughness are constant over a bleed band (gen-
erally only several boundary-layer thicknesses in streamwise
extent) and zero downstream of a bleed band, roughness val-
ues were determined for the bleed cases through comparisons
between computed and measured mean velocity distributions
at a profile station downstream of a bleed band. The model
was also evaluated for acoustic paneling using experimentally
derived equivalent sand-grain roughness values through com-
parisons of predicted and measured integral properties over
the acoustic surface.

Equilibrium Turbulence Model
In the mixing length hypothesis, the turbulent viscosity is

assumed to be

, = plu' (1)

For a smooth wall, in the near-wall region, the velocity scale
is

u' = I (2)

The van Driest's length scale formulation for the inner layer
is

For a rough wall, the Cebeci-Chang assumed a modified length
scale in the inner layer

.0 - exp[-O + R)+/A + ] (3)

The equilibrium eddy viscosity in the inner layer, jjitecr is com-
puted from Eqs. (1-3).

In the outer region of the boundary layer a Clauser4 for-
mulation was used:

fite = k2pue8*T (4)

In computing the boundary-layer development with the equi-
librium model, the eddy viscosity at each point across the
layer is computed using both the inner layer and outer layer
formulations. The minimum value at each point is used to
compute the local shear stress.

R in Eq. (3) is the increase in mixing length due to surface
roughness and is calculated based on the formulation by Rotta2:

R = 0. 7 - k+ exp(-£+/6)] (5)

The valid range of the roughness Reynolds number (k + =
ksurlv) in the formula (5) is 4.535 < k J < 2000 with the lower
bound corresponding to the upper bound for smooth surface.
The sequence to calculate the local eddy viscosity during the
iterative solution of boundary layer at a given marching station
including the surface roughness effect ks is to calculate Eqs.
(5), (3), and (1) in order. All /c + values of the present study
were within the valid range (k+

s < 2000). However, for highly
rough surfaces with k+

s greater than 2000, new formulations
for R and the inner layer eddy viscosity are required. The
present scheme of selecting the minimum of the viscosities
computed using both the inner layer and outer layer formu-
lations as a turbulent viscosity at a point within a boundary
layer may need refinement so that the viscosity calculated
with the modified inner layer formulation (3) could be used
over the height of the roughness element, although the outer
layer eddy viscosity based on Eq. (4) is smaller (for large
roughness values).

Reyhner Lag Model
In order to account for history effects for a boundary layer

developing over an impermeable surface, Reyhner formulated
the lag relationship for eddy viscosity given in Eq. (6) below:

(6)

Eq. (6) can be considered a transport equation for eddy vis-
cosity normalized by the local velocity in the streamwise di-
rection.
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Proposed Lag Model
With bleed, the component of velocity normal to the wall

is no longer approximately equal to zero. A transport equation
formulated to include this effect is as follows:

(7)

The physical meaning of Eq. (7) is that the convective change
of the eddy viscosity is equal to the imbalance between the
production and dissipation of the local eddy viscosity. Equa-
tion (7) can be simplified by eliminating the mass continuity
relationship from the left side of the equation, and by division
through by u, which gives

(8)

With zero bleed, Eq. (8) reduces to Eq. (6) which was the
original Reyhner lag formulation.

The lag model Eq. (8) was solved coupled with the turbulent
boundary-layer equations at a given marching station.

The description of the overall governing mathematical
equations, the boundary conditions, and the solution proce-
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Fig. 3 Comparison between calculated and measured velocity profiles
downstream of 20-deg hole bleed surfaces (——: prediction; symbols:
experiment).
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Fig. 4 Comparison between calculated and measured velocity profiles
downstream of 90-deg hole bleed surfaces (——: prediction; symbols:
experiment).

dure to analyze a turbulent boundary-layer flow are not in-
cluded in this article, because this information is available
from Ref. 3, and the objective of the present study was the
turbulence modeling including the effects of the boundary-
layer mass bleed and the surface roughness. The only addi-
tional boundary condition required with the lag model for
rough bleed surfaces is the specification of a uniform mass
flux normal to bleed surface. With the specification of a non-
zero roughness value, the eddy viscosity is greater than zero
on the wall. The uniform mass flux was estimated based on
a given bleed rate and the porosity and discharge character-
istics of a bleed hole configuration.

Results and Discussion
The two-dimensional lag model was evaluated through

comparisons between boundary-layer analysis results and
available experimental data for the turbulent boundary-layer
development over rough bleed surfaces and over a variety of
acoustically treated rough surfaces. Discussion of the results
follows.

For the boundary-layer calculations reported in this article,
computational grids were generated at each marching step
using approximately 50 points in the cross-stream direction
at each stream wise station. The near-wall y+ grid value was
typically less than 2. Boundary-layer analyses were conducted
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Fig. 5 Comparison between calculated and measured momentum
thicknesses (Betterman's data, ue = 30 m/s; ——: prediction; sym-
bols: experiment).

on an engineering workstation, and the run time for a given
case was typically less than 1 min.

Boundary-Layer Flow over Rough Bleed Surfaces
The turbulent boundary layers developing over surfaces

with 20- and 90-deg bleed hole configurations were considered
for the evaluation of the two-dimensional lag model. The hole
diameters were 0.1 and 0.2 in. for 20- and 90-deg hole con-
figurations, respectively, and bleed rates between 0 and ap-
proximately 12% of the boundary-layer mass flow (just up-
stream of the bleed band) were considered. The freestream
Mach number at the test section was approximately 1.6. In
the analysis, the measured velocity profiles were used to in-
itialize the calculation at approximately 2 boundary-layer
thicknesses upstream of a bleed band.

In the application of the two-dimensional lag model, an
optimum /c3 value of 0.5 was chosen for the empirical constant.
This empirical constant value gave the best results for all the
bleed hole configurations over the entire allowable bleed flow
rate ranges tested in the present study.
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Fig. 6 Comparison between calculated and measured momentum
thicknesses (Arndt's data, ue = 12.3 m/s; ——: prediction; symbols:
experiment).

The equivalent sand-grain roughness heights for bleed sur-
faces were determined by varying the equivalent sand-grain
roughness height until the predicted streamwise velocity pro-
file matches the measured velocity profile at a velocity profile
station at about 5 upstream boundary-layer thicknesses down-
stream of a bleed band.

Results for the 20-deg bleed hole configuration at bleed
rates of 0.0, 2.13, and 3.31 kg/min (approximately 12% of
the boundary-layer mass flow) are presented in Fig. 3. The
variation of the velocity profile downstream of the bleed band
is shown for a range of bleed flow rates. Agreement between
predicted and experimental velocity profiles is improved rel-
ative to that which was achieved without the lag model.1

Without the lag model, the agreement for the shape of the
predicted downstream velocity profiles is not as good at any
equivalent sand-grain roughness height (see Ref. 1). Conse-
quently, the equivalent sand-grain roughness height repre-
senting a bleed surface was sometimes difficult to determine.
With the two-dimensional lag model, the shape of the pre-
dicted velocity profile could be matched closely with the ex-
perimental velocity profile shape to determine an equivalent
sand-grain roughness height. The predicted equivalent sand-
grain roughness height for the 20-deg bleed surface ranges
from 0.038 to 1.65 mm at the medium and zero bleed rates,
respectively. The reason why the roughness effect (1.27 mm)
becomes important at the higher bleed rate of 3.31 kg/min is
not clear.

For the 90-deg bleed hole configurations, the two-dimen-
sional lag model results were also in excellent agreement with
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the measured velocity profiles over a range of bleed rate up
to 12% of boundary-layer mass flow as shown in Fig. 4. The
predicted equivalent sand-grain roughness heights for .the bleed
flow rates of 0.0, 1.56, and 3.65 kg/min are 0.254, 0.0, and
0.0254 mm, respectively.

Figures 3 and 4 indicate, first, the bleed roughness effect
is a function of bleed flow rate, and, second, the bleed rough-
ness effect for the 90-deg bleed hole is smaller than that for
a 20-deg bleed hole surface at the bleed rates shown.

The results presented demonstrate that the two-dimen-
sional lag model improves the shape of predicted boundary-
layer velocity profiles relative to what could be obtained with
just the algebraic Cebeci-Chang model, particularly in the
region close to the surface. The two-dimensional lag model
accounts for the nonequilibrium history effect of turbulent
eddy motion within the boundary layer over a bleed band and
allows eddy viscosity to be transported along streamlines. The
effectiveness of the two-dimensional lag model implies that
the eddy viscosity distribution over a bleed band is dependent
not only on the local eddy viscosity distribution law within
the inner layer of the boundary layer, but also on the non-
equilibrium transport and decay along a streamline (history
effect).

Turbulent Boundary Layer Development over Acoustically Treated
Rough Surfaces

The lag model was evaluated for the boundary-layer de-
velopment over acoustically treated rough surfaces through
comparisons between predicted and the experimental data by

0.006

0.005

w °-004

o
o 0.003

<sT o.002

0.001

0.000

0.006

0.005

0.004

0.003

0.002

0.001

0.000

dp/dx = 0.0

0.0 0.5 1.0 1.5
x, meters

2.0 2.5

u.uuo •

0.005-

0.004

0.003-

0.002-

0.001

o.ooo-
0

,^*-~-^a^*

Moderate
dp/dx < 0.0

.0 0.5 1.0 1.5 2.0 2
x, meters

Strong
dp/dx < 0.0

0.0 0.5 1.0 1.5
x, meters

2.0 2.5

0.005

0.004

0.003

0.002

0.001

0.000
0

Strong dp/dx < 0.0
Nonequilibrium Flow

^_______

* s * * •

.0 0.5 1.0 1.5 2.0 2
x, meters

Fig. 8 Comparison between calculated and measured momentum
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Betterman, Arndt et al., Pimentha et al., Coleman et al., and
Scottron et al. from Ref. 2.

Boundary-layer calculations were started from a experi-
mental velocity profile and used the measured Reynolds num-
ber and pressure distribution. The initial velocity profile was
estimated from the experimental momentum thickness and
the shape factor assuming a turbulent velocity profile. Cal-
culations were carried out over the distance of the experi-
mental test. It is noted that all the calculations were conducted
using the equivalent sand-grain roughness heights ks reported
in Ref. 2, where the ks values were determined using Cebeci
and Chang's boundary-layer model. No attempt was made to
determine an equivalent sand-grain roughness for the lag model.
The momentum thickness which accounts for the cumulative
momentum loss in the boundary layer was used as a measure
of the prediction.

Figure 5 shows the comparison between predicted and mea-
sured momentum thickness growth for the test data by Bet-
terman for the four flat surfaces with the equivalent sand-
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grain roughness heights between 1.26-14.0 mm. The free-
stream velocity was 30 m/s.

Figure 5 indicates that agreement between predicted and
meaured momentum thicknesses over a distance of approxi-
mately 1 m is, in general, satisfactory (the measured data was
slightly underpredicted). The slight underprediction may be
due to the use of a ks from Cebeci and Chang's boundary-
layer model. It is obvious that the prediction would be im-
proved by a slight adjustment of ks. Another possible source
of the discrepancy may be uncertainties introduced when the
initial boundary conditions were estimated from the published
graphical data.

The comparisons of Arndt's momentum thickness data with
the boundary-layer predictions are shown in Fig. 6 for bound-
ary-layer flows over three rough surfaces with triangular
grooves. The three different equivalent sand-grain roughness
heights based on half the peak-to-peak distance of the grooves
are 0.40, 0.70, and 2.5 mm. The Reynolds number was 1.39
x 107. Over the distance of i m, the predictions were very
satisfactory for all three cases.

The next cases by Pimentha et al. (Fig. 7) and Coleman et
al. (Fig. 8) were flows over rough surfaces composed of densely
packed spheres of uniform size with a diameter of 1.27 mm.
A favorable pressure gradient was applied to both equilibrium
and nonequilibrium flows. Pimentha et al. varied the free-
stream velocity from 16 m/s to 40 m/s at a fixed surface rough-
ness condition (ks = 0.793 mm). As shown in Fig. 7, the
predicted momentum thicknesses are in excellent agreement
with the experimental data over a 2-m length for all three
velocity conditions. The comparison between the Coleman
et al.'s experimental data and the predicted results at a con-
stant freestream velocity of 26.4 m/s are shown in Fig. 8. The
boundary-layer predictions for the zero and the strong fa-
vorable pressure gradient cases agree very well with the data.
However, the test data was overpredicted for the nonequilib-
rium flow with a strong favorable pressure gradient. Poor
prediction was anticipated for the nonequilibrium flow case,
because the nonequilibrium flow model was not used for the
roughness calculations.

The effect of pressure gradient on the boundary-layer de-
velopment on rough surfaces were further examined by Scott-
ron and Power's experiment. Their tests were done using a
square mesh screen with a fixed surface roughness condition
(ks = 1.2 mm), while different experimental freestream ve-
locity distributions corresponding to different pressure con-
ditions—zero, mild, and strong adverse pressure gradients
were considered. The calculated and measured results are
compared in Fig. 9. For the zero pressure gradient cases, the
predicted momentum thickness variations are in good agree-
ment with the experimental data at the two different velocity
conditions as demonstrated through Pimentha et al.'s cases.
For the mild adverse pressure gradient case, a good prediction
was consistently achieved, whereas the momentum thickness
was overpredicted for the strong adverse pressure gradient.

Conclusions
A two-dimensional lag model was added to a compressible,

turbulent boundary-layer code, and evaluated using experi-
mental data for the boundary-layer development over rough
bleed surfaces and acoustically treated rough surfaces. Based
on the evaluation results, the following conclusions can be
drawn.

1) The two-dimensional eddy viscosity lag model improved
the accuracy of the predicted velocity profile shape down-
stream of a bleed band. Predicted velocity profiles were in
good agreement with the measured data for the 20- and 90-
deg bleed hole configurations for bleed rates up to 12% of
the boundary-layer mass flow rate.

2) The improved agreement for the shape of the predicted
mean velocity distribution downstream of bleed band is at-
tributed to including a history effect in the eddy viscosity
model.

3) The Rotta-roughness formulation was an effective way
to relate the equivalent sand-grain roughness height with the
increase in the near-wall length scale for rough surfaces with
and without mass bleed. Predicted momentum thicknesses
agreed with the experimental data except where the bound-
ary-layer developed under a strong adverse pressure gradient.

Further evaluation of the two-dimensional lag model based
on experimental data for different freestream Mach number,
upstream velocity profile shape, and bleed hole configuration
conditions is recommended as test data becomes available.
The model is intended for use in Navier-Stokes codes for
analysis of supersonic inlet flows.

The success of the simple lag model suggests that an ex-
tension of a one-equation eddy viscosity model such as that
under development by Spalart and Allmaras5 may be desir-
able.
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